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Dedication 

To my grandmother Alba, who was the epitome of determination and strength - I hope to 

have even the smallest of those qualities.  
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Despite the shallow depths separating the Mediterranean Sea from the Atlantic Ocean and 

the two Mediterranean basins, their waters are involved in a constant mixing due to a 

vigorous overturning circulation of the water masses (Pinardi et al., 2023). The factor driving 

this circulation is the different densities of its water masses, defined by their temperature, 

salinity, and pressure. Three main water masses characterize the Mediterranean general 

circulation: the superficial waters of the Modified Atlantic Waters (MAW), the Levantine 

Intermediate Waters (LIW) and the Deep Waters (DW) (Millot, 1999; Millot et al., 2005; 

Sayol et al., 2023). The cool and relatively low-salinity MAW flow into the Mediterranean 

Sea through the Gibraltar Strait, circulate eastwards along the North African coasts and enter 

the eastern basin through the Strait of Sicily. Part of the waters however does not pass the 

strait but deviates towards Corsica and ultimately exit the Mediterranean Sea. Within the 

Sea, the Atlantic water is continuously modified by interaction with the atmosphere and 

mixing with older surface waters and with the waters underneath. Along their course, the 

salinity of the MAW, and therefore their density, increase and, in winter, cold and dry air 

masses induce marked evaporation and direct cooling, resulting in a dramatic increase in 

their density, which make them sink generating the LIW and DW. Two DW, the Western 

Deep Water (WDW) and the Eastern Deep Water (EWD), are on the bottom of both 

mediterranean basins and the shallow waters of the Sicilian Strait prevent them from mixing 

together (Millot et al., 2005).  

1.2.1. The Western Mediterranean Basin 

The Western Mediterranean basin is divided in four main subbasins: the Alboran Sea at its 

westernmost part, the Algero-Balearic basin in the southern central part, the Gulf of Lion 

and the Liguro-Provençal basin in the northern part, and the Tyrrhenian Sea in the eastern 

part (Miramontes et al., 2022). The low-salinity waters from the Atlantic, enter the 

Mediterranean Sea directed north-eastwards due the orientation of the Gibraltar Strait and 

describe a clockwise gyre in the west of the Alboran Sea. The inflow then proceeds toward 

Algeria as Algerian current, usually generating an additional clockwise gyre along the North 

African coast (Millot et al., 2005; Tanhua et al., 2013). During its flowing toward east, the 

general cyclonic circulation is divided into two strong currents, the Western Corsican 

Current (WCC) and the Eastern Corsican Current (ECC) separated by the two large islands, 

Corsica and Sardinia. While a smaller portion of the ECC moves toward south, into the 

eastern Mediterranean Sea, the main part flows through the Sardinian Channel into the 

Tyrrhenian Sea, following a general cyclonic circulation with several eddies (Vetrano et al., 
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Figure 2.1: tagged individuals details obtained from the photo-ID database and relative deployment duration. 
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Figure 2.2: number and percentages of Argos locations received by quality class. 

 
Figure 2.3: number and percentages of FastGPS locations received by number of satellites used to 
calculate the location.
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Table 2.4: overall and individual number of the Argos and Fastloc locations obtained during the deployments, overall and by location class. Overall and individual sampling 
interval (S. I.) for Argos, Fastloc and both location types are provided. 

PTT Days 

All locations Argos locations FastGPS locations 

Tot 
Locs S. I.  

(min) 
Tot Z B A 0 1 2 3 

Argos S.I.  

(min) 
Tot 4 5 6 7 8 

FastGPS S.I. 

(min) 

213773 39.5 286 
90.9 

(0.2-3017.1) 
286 0 150 54 48 24 8 2 

90.5 

(0.2-3017.1) 
- - - - - - - 

213774 12.1 105 
93.7 

(0.5-821.0) 
105 2 68 21 8 6 0 0 

93.7 

(0.5-821.0) 
- - - - - - - 

213777 16.4 215 
50.5 

(0.0-685.1) 
215 3 100 35 48 25 2 2 

50.5 

(0.0-685.1) 
- - - - - - - 

221890 32.1 476 
68.6 

(0.1-859.2) 
297 0 184 41 49 18 5 0 

62.9 

(0.1-859.2) 
179 129 34 15 1 0 

140.0 

(49.6-2619.9) 

221891 35.1 363 
72.6 

(0.1-1425.5) 
206 3 137 28 24 9 3 2 

111.9 

(0.1-1422.0) 
157 75 52 21 8 1 

117.6 

(38.3-4131.0) 

221892 52.4 545 
74.1 

(0.1-1273.4) 
524 7 317 103 66 24 5 2 

74.8 

(0.1-1165.9) 
21 19 2 0 0 0 

1757.8 

(265.0-7335.9) 

221893 28.9 542 
50.6 

(0.0-592.8) 
366 6 178 58 79 35 13 3 

46.4 

(0.0-739.8) 
176 102 56 14 4 0 

143.1 

(16.5-3665.0) 

221895 47.7 972 
46.4 

(0.0-763.7) 
632 3 240 93 138 111 33 14 

44.5 

(0.0-840.0) 
340 235 73 29 3 0 

127.3 

(42.1-1152.7) 

Tot 264.3 3504 
61.4 

(0.0-3017.1) 
2631 18 1374 433 460 252 69 25 

64.4 

(0.0-3017.1) 
873 560 217 79 16 1 

137.0 

(16.5-7335.9) 
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Most of Argos locations were in B quality class (52 %) (Figure 2.2), while most of Fastloc 

locations were generated by 4 GPS satellites (64 %) (Figure 2.3,Table 2.4). Median length 

of the error ellipse semi-major axis was 11.0 km, ranging from 0.2 to 971.3 km. Length of 

the semi-minor axis had a median value of 0.8 km (0.0-39.9 km) and the median value of 

the error ellipse orientation was 89° (0-179°) (Figure 2.4, Error! Not a valid bookmark 

self-reference.). Median, minimum, maximum and variation of the Argos error ellipses 

parameters by location class are shown in Error! Not a valid bookmark self-reference. 

and Figure 2.5. Observed Argos sampling interval ranged from 1.2 seconds to 2.1 days with 

a median value of 1.1 hours. Whereas, Fastloc locations were collected with a sampling 

interval that varied from 16.5 minutes to 5.1 days (median = 2.3 h). Merging Argos and 

Fastloc locations dataset, the overall median sampling interval was 1.0 hour (1.0 seconds - 

2.1 days) (Table 2.4). Argos and Fastloc locations were enhanced by 212 positions collected 

during the visual monitoring and 1072 locations inferred from the radiogoniometer. The final 

dataset comprised 4788 locations with a sampling interval boosted to an overall median 

value of 34.4 minutes (Table 2.6). 

Table 2.5: median, minimum, and maximum values of Argos locations error ellipse orientation, semi-minor 
axis length and semi-major axis length by class. 

Quality n locs Semi-major axis (km) Semi-minor axis (km) Ellipse orientation (°) 

Z 18 4.5 (2.3-105.6) 1.9 (0.7-6.4) 98 (96-103) 

B 1374 10.4 (0.3-668.8) 1.5 (0.0-39.9) 89 (3-178) 

A 433 13.1 (0.2-856.5) 0.4 (0.0-9.0) 89 (0-179) 

0 460 29.6 (2.3-971.3) 0.5 (0.1-7.6) 89 (2-178) 

1 252 4.5 (0.6-33.7) 0.2 (0.0-1.3) 85 (2-178) 

2 69 1.2 (0.3-10.3) 0.1 (0.0-0.3) 86 (4-171) 

3 25 0.6 (0.2-1.6) 0.1 (0.0-0.2) 80 (42-133) 

Tot 2631 11.0 (0.2-971.3) 0.8 (0.0-39.9) 89 (0-179) 

 
Figure 2.4: distribution of Argos locations error ellipse orientation, semi-minor axis length and semi-major 
axis length. 
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Figure 2.5: boxplot of Argos locations error ellipse semi-minor and semi-major axis by class. 

Table 2.6: number of locations collected during monitoring out at sea and inferred from the 
radiogoniometer, and total number of locations obtained after filtering process. Location sampling intervals 
(S. I.) before and after filter application is also provided. 

ID 
Gonio 

locs 

Visual 

survey locs 
Tot locs 

Boosted S. I. 

(min) 

Locs after 

filter 

S. I. after filter 

(min) 

213773 98 34 418 48.2 (0.0-3017.1) 348 58.4 (0.0-3017.1) 

213774 58 30 193 22.2 (0.5-821.0) 149 25.4 (0.0-821.0) 

213777 42 16 273 35.6 (0.0-685.1) 222 44.2 (0.0-703.1) 

221890 202 26 704 31.2 (0.0-859.2) 515 40.8 (0.1-859.2) 

221891 64 10 437 61.4 (0.0-1325.1) 358 65.8 (0.1-1425.5) 

221892 157 14 716 45.9 (0.0-1165.9) 530 67.5 (0.1-1386.4) 

221893 170 35 747 25.9 (0.0-592.9) 594 36.9 (0.0-597.1) 

221895 281 47 1300 23.1 (0.0-664.3) 1045 35.0 (0.0-1207.3) 

Tot 1072 212 4788 34.6 (0.0-3017.1) 3761 46.0 (0.0-3017.1) 
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2.3.2. Paths reconstruction 

After filter application, the number of locations fell to 3761 and the median sampling interval 

rose to 46.0 minutes (1.0 second- 2.1 days) (Table 2.6). Individual maps of Argos, Fastloc, 

radiogoniometer and visual survey locations after filter application are shown in Figure 2.6. 
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Figure 2.6: map of the Argos (Green), Fastloc (light blue), radiogoniometer (yellow) and visual survey (red) 
locations of the filtered dataset for each individual. 

 

The line of best fit equation (p < 0.001, R2 = 0.86) (Figure 2.7) describing the relationship 

between signal power and distance of the Argos platforms from the radio antenna was: 

Distance (m) = 101.06-0.03|dB| 
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Figure 2.7: line of best fit describing the relationship between the absolute value of the signal power and 
the distance of the Argos platform from the radiogoniometer. 

 

The one hundred tracks obtained from the simulation process are shown for each individual 

in Figure 2.8). Whales travelled from 495 km (R.I.: 464-524 km) in 12.1 days to 4108 (R.I.: 

4000-4227 km) in 52.5 days. Kilometres travelled per day had a median value of 59 km 

ranging from 34 to 81 km, and animals travelled with a median speed of 2.5 km/h (1.6 - 3.4 

km/h) (Table 2.7). The lowest median value of the daily movement was 41 km (R.I.: 39-44 

km) for the reproductive female 213774 which also has the lowest mean swim speed over 

the tag duration (median = 1.7 km/h, R.I.: 1.6-1.8 km/h). While the animal that has the 

highest daily movement was the adult male 221892 (median = 78 km, R.I.: 76-81 km) which 

also show the highest mean swim speed (median = 3.3 km/h, 3.2-3.4 km/h) (Table 2.7). 
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Figure 2.8: 100 tracks simulated by CTCRWs models for each tagged whale. 

Table 2.7: individual median and 95% reference interval of distance travelled, swim speed, Minimum 
Convex Polygon (MCP) area, 95% and 50 % Utilization Density (UD) areas and maximum Net 
Displacement (ND) values. Sample population median, minimum and maximum values are also reported. 

ID 

Distance 

travelled 

(km) 

Step 

length 

(km/h) 

MCP area 

(km2) 

95% UD 

area (km2) 

50% UD 

area (km2) 

Maximum 

ND (km) 

213773 
1697 

(1658-1759) 

1.8 

(1.7-1.9) 

1412 

(1153-1730) 

994 

(848-1205) 

248 

(213-285) 

29 

(26-37) 

213774 
495 

(464-524) 

1.7 

(1.6-1.8) 

469 

(401-578) 

365 

(308-459) 

98 

(77-126) 

19 

(15-24) 

213777 
878 

(849-918) 

2.2 

(2.1-2.3) 

1180 

(1033-1357) 

915 

(802-1035) 

262 

(215-304) 

27 

(25-31) 

221890 
2175 

(2109-2230) 

2.7 

(2.6-2.8) 

2419 

(2235-2635) 

1539 

(1392-1689) 

333 

(296-365) 

47 

(44-53) 

221891 
1463 

(1431-1511) 

1.7 

(1.7-1.8) 

1187 

(1084-1353) 

931 

(853-1041) 

278 

(246-318) 

38 

(37-40) 

221892 
4108 

(4000-4227) 

3.3 

(3.2-3.4) 

4463 

(4033-5129) 

2810 

(2512-3107) 

744 

(665-820) 

63 

(61-68) 

221893 
1908 

(1842-1960) 

2.7 

(2.6-2.8) 

1853 

(1686-2084) 

1316 

(1219-1447) 

292 

(250-325) 

36 

(34-40) 

221895 
3218 

(3161-3284) 

2.8 

(2.8-2.9) 

2066 

(1919-2409) 

1416 

(1322-1535) 

388 

(365-414) 

37 

(34-41) 

Sample 

Population 

1804 

(461-4281) 

2.5 

(1.6-3.4) 

1693 

(384-5186) 

1207 

(295-3131) 

289 

(74-832) 

37 

(14-70) 
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2.3.3. Spatial use 

The median value of the observed total 100% MCP area across all tagged whales was 1693 

km2 ranging from 384 km2 to 5186 km2 (Table 2.7). The largest median individual MCP was 

4463 km2 (R.I.: 4033-5129 km2) for the adult male 221892, which also was the longest 

duration tag, while the smallest MCP was 469 km2 (R.I.: 401-578 km2) for the shortest 

duration tag (the adult female 213774) (Table 2.7). Linear regression showed evidence of 

association between MCP and individual track duration (p < 0.001, R2 = 0.578). 

Nevertheless, MCP analysis on the first 12 days reconfirmed the MCP of 213774 as the 

smallest area (median = 463 km2, R.I.: 398-558 km2) and 221892 as the animal that explored 

a wider region (median = 1841 km2, R.I.: 1549-2250 km2). Individual cumulative daily 

MCPs are shown in Figure 2.9. 

 

Figure 2.9: cumulative daily Minimum Convex Polygon area by individual. In black are the median values  

Cumulative MCPs begin to stabilize after few days from the deployment, when exploration 

of new areas become decreasingly frequent. Nonlinear mixed-effect models demonstrated 

that cumulative daily MCPs increased with an asymptotic pattern (Figure 2.10).  
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Figure 2.11: boxplot of the overall 95 % and 50 % utilization density (UD) area by individual and of the 
sample population. 

Linear regression showed evidence of association between both 50% UD area (p = 0.021, 

R2 = 0.619) and 95% UD area (p = 0.025, R2 = 0.597), and individual track duration. 

Nevertheless, Kernel density estimated on the first 12 days corroborated both 95% and 50% 

UD areas of 213774 as the smallest areas (respectively, median = 363 km2, R.I.: 302-457 

km2; median = 97 km2, R.I.: 79-125 km2) and both 95% and 50% UD areas of 221892 as 

largest used areas (respectively, median = 1445 km2, R.I.: 1219-1766 km2; median = 358 

km2, R.I.: 288-445 km2) (Figure 2.13). 
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Figure 2.12: maps of the 100 individual 95 % and 50 % utilization density (UD) area. 
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Figure 2.14: distribution of the bathymetry values in the 50 % and 95 - 50% utilization density areas. 
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Figure 2.15: distribution of the slope values in the 50 % and 95 - 50% utilization density areas. 
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Figure 2.16: distribution of the distance from shelf break values in the 50 % and 95 - 50% utilization 
density areas. 

2.3.4. Movement patterns 

Each tagged whale remained in the study area in the Ligurian Sea. Maximum net 

displacement had a sample median of 37 km, ranging from 14 km to 70 km (Table 2.7, Figure 

2.17). The animal that moved further away from the tagging location was 221892 (median 

= 63 km, R.I.: 61-68 km) which was also the longest duration tag, whereas 213774 was the 

animal with the lowest median net displacement (median = 19 km, R.I.: 15-24 km) and the 

shortest deployment duration (Table 2.7, Figure 2.17 , Figure 2.18). 
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Figure 2.17: boxplot of the overall and individual maximum net displacement values calculated over the 
entire deployment duration. 

 
Figure 2.18: individual daily net displacement for each simulated track. In black are the median values. 
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Figure 2.20: net squared displacement (NSD) curves of each tagged whale and sample population movement 
pattern line of best fit. 

  





https://context.reverso.net/traduzione/inglese-italiano/teutophagous




https://context.reverso.net/translation/english-italian/Tyrrhenian+Sea
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score. While depth and duration provided clear separation into deep and shallow clusters for 

most dives (unpaired two-samples Wilcoxon test by individual, all p-values < 0.0001), we 

visually verified for each individual, based on the pattern of surrounding dives in the record, 

the classification accuracy for all deep dives which fell below the 5th percentile and all 

shallow dives that fell above the 95th percentile of the depth or duration values of the related 

dive type. Eleven total dives (0.2% of all dives) were reclassified from their original cluster. 

While deep dive duration distribution was unimodal, deep dive maximum depth resulted to 

be highly bimodal. Based on this bimodal distribution, we constructed independent mixture 

models to define two distinct types of deep dive. These models, also called latent class 

model, are the limit case of dependent mixture models in which the length of all observed 

time series is 1 for all cases (Visser & Speekenbrink, 2010). As in the previous model 

specification, natural log-transformed depth and duration values were used as response 

variable and assumed to have an approximate Gaussian distribution. We specified a 

maximum of 2000 starting and we fit each model 200 times from random initializations by 

maximum likelihood estimation using the expectation-maximization (EM). The model with 

the highest log-likelihood score was retained. We finally compute unpaired two-samples 

Wilcoxon test to determine if there was significant difference between average depth and 

duration in the two types of deep dives. 

3.2.4. Analysis of diving behaviour variation with time-of-
day, lunar illumination and bathymetry  

Each depth-binned time series sample was assigned to one of the four vertical behaviours 

derived from the dive and surface classification analysis: surface, shallow dive, deep dive 1 

and deep dive 2. Depth measurements belonging to incomplete dives or surface events were 

filtered and the diving profile of whale 213777 (depth sampling interval = 2.5 min) was 

subsampled to standardize the sampling interval among tagged animals. To analyse variation 

in diving behaviour with the seafloor depth, time-of-day and lunar illumination, each depth 

samples was then associated with the most synchronized locations of each 5-minutes-interval 

100 simulated tracks from CRAWL model (chapter 2). Subsequently, bathymetry, sun angle 

and lunar illumination were calculated in each location associated to the dive samples. Each 

location was associated with the seafloor depth using General Bathymetric Chart of the 

Oceans (GEBCO) 2022 15 arc-second global bathymetric grid (www.gebco.net). Whereas 

sun altitude was calculated from time and location values using the function sunAngle in the 

R package oce (Kelley et al., 2022). Daytime was defined as having a sun altitude greater 

http://www.gebco.net/
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3.3. Results 

3.3.1. Summary of data collection 

In summer 2021 we deployed 8 satellite-linked depth-recording tags (see chapter 2 for 

detailed deployment summary), collecting a total of 37398 depth estimates, equivalent to 

118.6 days of sampling (Table 3.1).  

Table 3.1: summary of the time series obtained from the eight deployments. 

Time series of only one deployment (221892) was without data gap, while a total of 33.1 

days of data gaps were obtained from the remaining seven tags, with individual value ranging 

from 0.3 for 213773 to 15.4 days in 221891. Deployment duration of two tags, 213774 and 

213777, was shorter than the configured time series sampling duration (Figure 3.1). The 

distributions of sampled depths had mode at 0-25,75-125, 375-425 and 600-800 (Figure 3.2). 

The cumulative depth distributions of tagged whales showed little variation among the 

individuals. The adult male 221892 spent more time at shallower depths compared to other 

ID 

Sampling  

interval  

(min) 

Deployment 

duration  

(days) 

N depth  

sampled 

Depth sampling 

 duration 

(days) 

Recorded time 

series duration 

(days) 

Gap 

duration 

(days) 

213773 5 39.5 5865 20.7 
20.4  

(98.6 %) 

0.3  

(1.4 %) 

213774 5 12.1 2114 12.1 
7.3  

(60.3 %) 

4.8  

(39.7 %) 

213777 2.5 16.4 6493 16.4 
11.3  

(68.9 %) 

5.1  

(31.1 %) 

221890 5 32.1 4685 20.3 
16.3  

(80.3 %) 

4.0  

(19.7 %) 

221891 5 35.1 1536 20.7 
5.3  

(25.6 %) 

15.4  

(74.4 %) 

221892 5 52.4 5951 20.7 
20.7  

(100 %) 

0.0  

(0.0 %) 

221893 5 28.9 5365 20.5 
18.6  

(91.2 %) 

1.8  

(8.8 %) 

221895 5 47.7 5389 20.4 
18.7  

(91.7 %) 

1.7  

(8.3 %) 

Sample 

Population 

seven 5 

one 2.5 
264.3 37398 151.7 

118.6  

(78.2 %) 

33.1  

(21.8 %) 
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individuals, whereas adult female 213774 spent more time in deeper waters compared to 

other tagged whales (Figure 3.3). 

 
Figure 3.1: percentage of time series days collected and data gaps. 

 
Figure 3.2: overall and by individual depth samples distributions. 
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Figure 3.3: overall and by individual cumulative depth distributions. 

3.3.2. Diving behaviour 

4532 dives and 4562 surface events were defined. The number of dives analysed per 

deployment ranged from 253 to 937 (Table 3.2).  

Table 3.2: summary of dives and surfacing events defined from the time series. 

ID 

Dive Surface 

N 
Maximum depth 

(m) 

Duration 

(min) 
N 

Duration 

(min) 

213773 847 127.5 (22.5-919.0) 12.6 (0.5-94.5) 849 7.7 (2.3-252.7) 

213774 303 107.0 (32.5-784.5) 11.8 (0.8-77.2) 306 7.9 (3.3-148.9) 

213777 479 107.0 (32.5-889.5) 14.0 (0.8-69.6) 479 5.8 (0.2-131.1) 

221890 589 129.5 (20.5-1038.5) 16.0 (0.5-79.0) 597 7.5 (0.7-277.1) 

221891 253 99.0 (20.5-769.5) 11.8 (0.5-64.5) 263 7.7 (1.9-91.6) 

221892 937 127.5 (25.0-1069.5) 15.7 (0.6-104.9) 938 7.9 (1.3-210.6) 

221893 563 126.0 (21.0-1159.0) 12.6 (0.5-92.9) 565 8.0 (1.3-188.3) 

221895 561 125.0 (20.5-1278.5) 15.7 (0.5-92.9) 565 8.1 (1.6-192.0) 

Sample 

Population 
4532 

122.0 

(20.5-1278.5) 

12.8 

(0.5-104.9) 
4562 

7.7 

(0.2-277.1) 

Dive maximum depth distribution resulted to be highly trimodal with a median value of 

122.0 meters, ranging from 20.5 to 1278.5 m, while dive duration shows a bimodal 

distribution with a median value of 12.8 minutes (0.5-104.9 min) (Figure 3.4). The deepest 

dive reached 1278.5 m, and the longest dive lasted 104.9 min. Duration of the surface events 

had a median value of 7.7 min and ranged from 0.2 to 277.1 min (Table 3.2). 
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Figure 3.4: scatterplot of the relationship between duration and maximum depth of each dive. 

The HMM identified 3392 shallow dives and 1140 deep dives. Shallow dives were 

characterized by an overall median maximum depth of 104.5 m (ranging from 20.5 to 414.0 

m) and duration of 11.9 min (0.5-42.7 min). Individual shallow dive median maximum depth 

ranged from 95.5 m to 116.5 m, while the median duration ranged from 11.5 min to 13.5 

min. Whereas regarding deep dives, the overall median maximum depth was 433.0 m, with 

individual median values ranging from 404.0 m to 710.5 m. Median duration of all deep 

dives was 54.0 min, with a variation from 48.3 to 63.5 min between individuals (Figure 3.5, 

Table 3.4).  Unpaired two-samples Wilcoxon test showed significant difference (all p-values 

< 0.0001) between the average depth and duration in the shallow and deep dives for all 

individuals. On average, animals performed three times as many shallow dives as deep dives 

and the largest transition probabilities observed were for state switching from deep dive to 

shallow dive. Tagged animals were most likely to switch and persist in shallow dive state, 

whereas state persistence in deep dive was rarer (Table 3.3).  
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Figure 3.5: boxplot of the maximum depth and duration of individual' and sample population's shallow and 
deep dives. 

 

Table 3.3: HMM transition matrix between the two states: deep dive and shallow dive 

Transition matrix To shallow dive To deep dive 

From shallow dive 0.726 0.274 

From deep dive 0.811 0.189 
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Deep dives occurred at a median rate of 0.41 dives per hour, with values ranging from 0.34 

to 0.45 among individuals. Whereas shallow dive rate had an overall median value of 1.22 

dives per hour (individual medians ranged from 0.83 to 1.74 dives per hour) (Table 3.4). 

Inter-deep dive intervals lasted for an overall median value of 78.7 min ranging from 65.8 

to 116.6 min per individual (Table 3.4). A median of two shallow dives occurred between 

deep dives, but individuals sometimes performed up to 50 shallow dives between deep dives 

(Table 3.4). The 1140 deep dives were classified in 708 (62 %) type 1 and 432 (38 %) type 

2. Deep dive type 1 was shallower (median = 406.0 m, ranging from 224.0 to 544.0 m) and 

shorter (median = 51.3 min, 23.8-87.6 min). Whereas deep dive type 2 was characterized by 

a median maximum depth of 725.0 m (516.0-1278.5 m) and a median duration of 58.6 min 

(37.1-104.9 min) (Table 3.5, Figure 3.6). The average maximum depth and duration in the 

two deep dive types were statistically different (unpaired two-samples Wilcoxon test, p-

values < 0.0001). Preference for deep dive type varied between individuals. Adult female 

213774 performed an higher proportion of deep dive 2 (72 %) compared to other individuals, 

while adult male 221892 showed an higher proportion of deep dive type 1(89 %) (Table 3.5). 

 
Figure 3.6: scatterplot of the relationship between duration and maximum depth of each dive type. 
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Table 3.4: summary of shallow and deep dives and Inter Deep Dives Intervals (IDDI) statistics. Median, minimum, and maximum values of dive maximum depth and 
duration and of IDDI parameters are reported. 

ID 

Shallow Deep IDDI 

N 
Maximum 

depth (m) 

Duration 

(min) 

Dive rate 

(dive h-1) 
N 

Maximum 

depth (m) 

Duration 

(min) 

Dive rate 

(dive h-1) 

Duration 

(min) 

N 

shallow 

213773 
641 

(76 %) 

116.0 

(22.5-357.0) 

11.9 

(0.5-42.7) 
1.32 

206 

(24 %) 

531.0 

(320.5-919.0) 

57.0 

(31.9-94.5) 
0.42 

71.2 

(6.1-425.9) 

2 

(0-13) 

213774 
236 

(78 %) 

97.0 

(32.5-343.5) 

11.5 

(0.8-38.0) 
1.39 

67 

(22 %) 

710.5 

(365.5-784.5) 

63.5 

(42.3-77.2) 
0.39 

80.9 

(11.1-193.9) 

3 

(0-7) 

213777 
365 

(76 %) 

97.0 

(32.5-404.0) 

13.5 

(0.8-31.5) 
1.42 

114 

(24 %) 

568.0 

(224.0-889.5) 

49.1 

(24.6-69.6) 
0.45 

65.8 

(5.0-1106.4) 

2 

(0-50) 

221890 
445 

(76 %) 

116.5 

(20.5-414.0) 

12.0 

(0.5-31.0) 
1.17 

144 

(24 %) 

423.0 

(343.5-1038.5) 

53.5 

(24.3-78.9) 
0.38 

87.2 

(3.2-456.6) 

2 

(0-7) 

221891 
203 

(80 %) 

95.5 

(20.5-384.0) 

11.6 

(0.5-35.8) 
1.74 

50 

(20 %) 

474.5 

(352.0-769.5) 

49.2 

(23.8-64.5) 
0.43 

65.9 

(5.9-442.4) 

3 

(0-9) 

221892 
768 

(82 %) 

109.5 

(25.0-359.0) 

12.1 

(0.6-36.1) 
1.55 

169 

(18 %) 

404.0 

(344.0-1069.5) 

48.3 

(28.0-104.9) 
0.34 

116.6 

(4.6-801.9) 

4 

(0-20) 

221893 
369 

(66 %) 

102.5 

(21.0-304.0) 

11.8 

(0.5-37.0) 
0.84 

194 

(34 %) 

423.0 

(336.0-1159.0) 

55.1 

(33.5-92.9) 
0.44 

71.4 

(7.5-282.9) 

1 

(0-10) 

221895 
365 

(65 %) 

104.5 

(20.5-325.0) 

11.8 

(0.5-37.0) 
0.83 

196 

(35 %) 

455.3 

(359.0-1278.5) 

55.4 

(33.6-92.9) 
0.44 

71.9 

(7.4-282.7) 

1 

(0-10) 

Sample 

Population 

3392 

(75 %) 

104.5 

(20.5-414.0) 

11.9 

(0.5-42.7) 
1.22 

1140 

(25 %) 

433.0 

(224.0-1278.5) 

54.0 

(23.8-104.9) 
0.41 

78.7 

(3.2-1106.4) 

2 

(0-50) 
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Table 3.5: summary of deep 1 and deep 2 dive statistics. Median, minimum, and maximum values of dive maximum depth and duration are reported. 

ID 

Deep 1 Deep 2  

N  

Maximum 

depth 

(m) 

Duration 

(min) 

Dive rate 

(dive h-1) 
N  

Maximum 

depth 

(m) 

Duration 

(min) 

Dive rate 

(dive h-1) 

213773 
100 

(49 %) 

384.5 

(320.5-501.0) 

53.9 

(31.9-87.6) 
0.21 

106 

(51 %) 

635.0 

(516.0-919.0) 

57.9 

(43.5-94.5) 
0.22 

213774 
19 

(28 %) 

388.5 

(365.5-439.5) 

57.3 

(42.3-76.2) 
0.11 

48 

(72 %) 

740.0 

(650.0-784.5) 

64.2 

(52.1-77.2) 
0.28 

213777 
56 

(49 %) 

404.0 

(224.0-505.5) 

44.6 

(24.6-68.6) 
0.22 

58 

(51 %) 

725.0 

(545.5-889.5) 

51.2 

(41.4-69.6) 
0.23 

221890 
99 

(69 %) 

404.0 

(343.5-544.0) 

51.7 

(24.3-78.9) 
0.26 

45 

(31 %) 

725.0 

(517.5-1038.5) 

59.6 

(37.1-78.0) 
0.12 

221891 
32 

(64 %) 

421.8 

(352.0-516.0) 

43.0 

(23.8-64.3) 
0.27 

18 

(36 %) 

657.8 

(545.5-769.5) 

54.3 

(37.8-64.5) 
0.15 

221892 
150 

(89 %) 

404.0 

(344.0-463.5) 

47.3 

(28.0-78.0) 
0.30 

19 

(11 %) 

740.0 

(560.5-1069.5) 

60.1 

(46.4-104.9) 
0.04 

221893 
128 

(66 %) 

406.0 

(336.0-517.5) 

52.4 

(33.5-71.2) 
0.29 

66 

(34 %) 

725.0 

(634.0-1159.0) 

59.0 

(43.4-92.9) 
0.15 

221895 
124 

(63 %) 

431.5 

(359.0-507.5) 

52.9 

(33.6-71.3) 
0.28 

72 

(37 %) 

755.0 

(516.0-1278.5) 

58.7 

(43.2-92.9) 
0.16 

Tot 
708 

(62 %) 

406.0 

(224.0-544.0) 

51.3 

(23.8-87.6) 
0.25 

432 

(38 %) 

725.0 

(516.0-1278.5) 

58.6 

(37.1-104.9) 
0.15 
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Table 3.6: median (mean and standard deviation) of the diving behaviour statistics and p-value resulted 
from the paired t-tests of individual medians between day and night. 

Diving behaviour 

statistics 
Day Night Overall p-value  

Deep Dive depth 

(m) 

419.0 

(490.5 ± 154.1) 

650.0 

(601.7 ± 159.1) 

433.0 

(526.1 ± 164.2) 
0.001** 

Deep Dive 

duration (min) 

58.8 

(53.7 ± 10.0) 

54.3 

(54.8 ± 10.4) 

54.0 

(54.1 ± 10.2) 
0.117 

Deep dive rate 

(dive h-1) 
0.40 0.42 0.41 0.299 

Deep dive 1 rate 

(dive h-1) 
0.30 0.16 0.25 0.001** 

Deep dive 2 rate 

(dive h-1) 
0.11 0.26 0.15 < 0.001*** 

Shallow Dive 

depth (m) 

108.0 

(115.9 ± 39.8) 

88.5 

(99.6 ± 51.2) 

104.5 

(113.5 ± 42.2) 
0.001** 

Shallow Dive 

duration (min) 

11.9 

(12.7 ± 4.8) 

11.3 

(11.0 ± 5.7) 

11.9 

(12.5 ± 5.0) 
0.035* 

Shallow dive rate 

(dive h-1) 
1.50 0.59 1.22 < 0.001 *** 

IDDI duration 

(min) 

82.0 

(91.1 ± 69.8) 

70.4 

(86.3 ± 68.1) 

78.7 

(89.6 ± 69.3) 
0.037* 

IDDI maximum 

duration (min) 
1106.4 481.0 1106.4 0.282 

IDDI number of 

shallow dives 

3 

(3.5 ± 3.0) 

1 

(1.5 ± 2.3) 

2 

(2.9 ± 3.0) 
< 0.001*** 

Surface median 

duration 

7.6 

(10.0 ± 15.9) 

8.8 

(29.5 ± 40.1) 

7.7 

(13.8 ± 24.0) 
0.073 

Surface maximum 

duration 
217.4 277.1 277.1 0.039* 

% time at surface 23 47 31 < 0.001 *** 

% time in shallow 

dive 
39 14 31 < 0.001 *** 

% time in deep 

dive 
38 39 38 0.102 

% time in deep 

dive 1 
27 13 22 0.005** 

% time in deep 

dive 2 
11 26 16 < 0.001 *** 
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Figure 3.9: variation of the frequency of the depths sampled during each diving behavior with the sun angle. 
A refers to surfacing events, B to shallow dives, C to deep 1 dives and D to deep 2 dives. Dashed lines 
correspond to a sun angle value of -6° and shaded areas refer to nighttime sun angles. 

Figure 3.10 shows the distributions of the bathymetry at the sampled depth locations for each 

diving behaviour. In all four behaviour types, bathymetry distribution shows a trimodal 

pattern, with the modes centred roughly between 1200-1500 m, 2125-2375m and 2500-2600. 

The frequency values corresponding to the three modes increase with the seafloor depths in 

each diving behaviour except for deep dive 2 where they approximately remain the same. 
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Figure 3.13: generalized additive model predictions of the proportion of time spent in each diving behaviour 
by each individual. 
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assumed to have an approximate Gaussian distribution. Percentages of time spent in each 

behaviour were modelled with Generalized Linear Mixed-Effects models using the function 

glmer from lme4 package (Bates et al., 2015) and a quasi-binomial distribution. We used 

drop1 function from the R package lme4 (Bates et al., 2015) to select all the covariates with 

an important influence on the response variable following a single term deletion process. 

Therefore, the full model was compared to a series of reduced models in which one of the 

covariates was dropped, using likelihood ratio tests. To avoid Type I errors (false positives), 

we then applied two corrections for multiple comparisons to the drop1 p-values of the full 

model, using p.adjust function in stats package (R Core Team, 2022): the Benjamini and 

Hochberg method (BH), which controls for the expected proportion of significant results 

that are spurious, and the Holm method (holm), to control for the probability that the 

dependent variables are actually spurious. Final models were therefore fitted using the 

covariates with significant influence on the response variables and model assumptions were 

checked by residual plots inspection. 
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Figure 4.4: daily number of ship encounters by individual. 
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Figure 4.5: standardize chi-squared residuals showing the association between ship type and individual ID. 
Pairs with the highest absolute standardized residuals contribute the most to the total Chi-square score. 

The maximum number of ships simultaneously detected within 10 km from the tagged 

whales during the deployment time was 6. Animal 213773 have been surrounded 

simultaneously by 6 ships for three times, being the only individual to have encountered 

such conditions. However, in the 79 % of the cases, the whales were expose to only one 

vessel (Table 4.4).  

 










































































































































































